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Motivation

– Generative	models	for	natural	language	sentences

– Machine	translation

– Image	captioning

– Dataset	summarization

– Chatbots

– Etc.

– Want	to	capture	high-level	features	of	text	such	as	topic	and	style	and	keep	
them	consistent	when	generating	text



Related work - RNNLM

– In	the	words	of	Bowman	et	al.,	“A	standard	RNN	language	model	predicts	each	
word	of	a	sentence	conditioned	on	the	previous	word	and	an	evolving	hidden	
state.”

– In	other	words,	it	only	looks	at	the	relationships	between	consecutive	words,	
and	so	does	not	contain	or	observe	any	global	features

– But	what	if	we	want	global	information?



Other related work

– Skip-thought

– Generate	sentence	codes	in	the	style	of	word	embeddings to	predict	context	
sentences

– Paragraph	vector

– A	vector	representing	 the	paragraph	is	incorporated	into	single-word	embeddings



Autoencoders

– Typically	composed	of	two	RNNs

– The	first	RNN	encodes	a	sentence	into	an	intermediate	vector

– The	second	RNN	decodes	the	intermediate	representation	back	into	a	sentence,	
ideally	the	same	as	the	input



Variational Autoencoders 
(VAEs)
– Regular	autoencoders learn	only	discrete	mappings	from	point	to	point

– However,	if	we	want	to	learn	holistic	information	about	the	structure	of	
sentences,	we	need	to	be	able	to	fill	sentence	space	better

– In	a	VAE,	we	replace	the	hidden	vector	z with	a	posterior	probability	distribution	
q(z|x)	conditioned	on	the	input,	and	sample	our	latent	z from	that	distribution	
at	each	step

– We	ensure	that	this	distribution	has	a	tractable	form	by	enforcing	its	similarity	
to	a	defined	prior	distribution,	typically	some	form	of	Gaussian



Modified loss function

– The	regular	autoencoder’s loss	function	would	encourage	the	VAE	to	learn	
posteriors	as	close	to	discrete	as	possible	– in	other	words,	Gaussians	that	are	
clustered	extremely	tightly	around	their	means

– In	order	to	enforce	our	posterior’s	similarity	to	a	well-formed	Gaussian,	we	
introduce	a	KL	divergence	term	into	our	loss,	as	below:



Reparameterization trick

– In	the	original	formulation,	the	encoder	net	encodes	the	sentence	 into	a	probability	
distribution	(usually	Gaussian);	practically	speaking,	it	encodes	the	sentence	 into	the	
parameters	of	the	distribution	(i.e.	µ	and	σ)

– However,	this	poses	challenges	for	us
while	backpropagating:	we	can’t
backpropagate over	the	jump	from
µ	and	σ to	z,	since	it’s	random

– Solution:	extract	the	randomness	from
the	Gaussian	by	reformulating	it	as	a
function	of	µ,	σ,	and	another	separate
random	variable

From	StackOverflow.



Specific architecture

– Single-layer	LSTM	for	encoder	and	decoder



Issues and fixes

– Decoder	too	strong,	without	any	
limitations	just	doesn’t	use	z at	
all

– Fix:	KL	annealing

– Fix:	word	dropout



Experiments – Language 
modeling
– Used	VAE	to	create	language	models	on	the	Penn	Treebank	dataset,	with	

RNNLM	as	baseline

– Task:	train	an	LM	on	the	training	set	and	have	it	designate	the	test	set	as	highly	
probable

– RNNLM	outperformed	the	VAE	in	the	traditional	setting

– However,	when	handicaps	were	imposed	on	both	models	(inputless decoder),	
the	VAE	was	significantly	better	able	to	overcome	them



Experiments – Imputing missing 
words
– Task:	infer	missing	words	in	a	sentence	given	some	known	words	(imputation)

– Place	the	unknown	words	at	the	end	of	the	sentence	for	the	RNNLM

– RNNLM	and	VAE	performed	beam	search	(VAE	decoding	broken	into	three	
steps)	to	produce	the	most	likely	words	to	complete	a	sentence

– Precise	evaluation	of	these	results	is	computationally	difficult



Adversarial evaluation

– Instead,	create	an	adversarial	classifier,	trained	to	distinguish	real	sentences	
from	generated	sentences,	and	score	the	model	on	how	well	it	fools	the	
adversary

– Adversarial	error	is	defined	as	the	gap	between
chance	accuracy	(50%)	and	the	real	accuracy	of	the
adversary	– ideally	this	error	will	be	minimized



Experiments - Other

– Several	other	experiments	in	the	appendix	showed	the	VAE	to	be	applicable	to	a	
variety	of	tasks

– Text	classification

– Paraphrase	detection

– Question	classification



Analysis

– Word	dropout

– Keep	rate	too	low:	sentence	structure	suffers

– Keep	rate	too	high:	no	creativity,	stifles	the	variation

– Effects	on	cost	function	components:



Extras: sampling from the 
posterior and homotopies
– Sampling	from	the	posterior:	examples	of	sentences	adjacent	in	sentence	space

– Homotopies:	linear	interpolations	in	sentence	space	between	the	codes	for	two	
sentences



Even more homotopies



Thanks for listening!

– Any	questions?


